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3 Technical Quality: Validity 

3.1 Overall Validity, Including Validity Based on Content 

As elaborated by Messick (1989), the validity argument involves a claim with evidence 
evaluated to make a judgment. Three essential components of assessment systems are 
necessary: (a) constructs (what to measure), (b) the assessment instruments and processes 
( approaches to measurement), and ( c) use of the test results ( for specific populations). 
Validation is a judgment call on the degree to which each of these components is clearly 
defined and adequately implemented. 

Validity is a unitary concept with multifaceted processes of reasoning about a desired 
interpretation of test scores and subsequent uses of these test scores. In this process, answers 
for two important questions are addressed. Regardless of whether the students tested have 
disabilities, the questions are identical: (1) How valid is the interpretation of a student's test 
score? and (2) How valid is it to use these scores in an accountability system? Validity 
evidence may be documented at both the item and total test levels. The American 
Educational Research Association, American Psychological Association, & National Council 
on Measurement in Education (2014) is used in documenting evidence on content coverage, 
response processes, internal structure, and relations to other variables. This document 
follows the essential data requirements of the federal government as needed in the peer 
review process. The critical elements highlighted in Section 4 in that document (with 
examples of acceptable evidence) include (a) academic content standards, (b) academic 
achievement standards, (c) a statewide assessment system, (d) reliability, (e) validity, and (f) 
other dimensions of technical quality. 

In this technical report, data are presented to support the claim that Oregon's AA-AAAS 
provides the state technically adequate student performance data to ascertain proficiency on 
grade level state content standards for students with significant cognitive disabilities - which 

is its defined purpose. The AA-AAAS are linked to grade level academic content, generate 
reliable outcomes at the test level, include all students, have a cogent internal structure, and 
fit within a network of relations within and across various dimensions of content related to 
and relevant for making proficiency decisions. Sample items that convey the design and 
sample content of ORExt items are provided in the ORExt Electronic Practice Tests. 

The assessments are administered and scored in a standardized manner. Assessors who 
administer the ORExt are trained to provide the necessary level of support for appropriate 
test administration on an item-by-item basis. There are four levels of support outlined in 
training: full physical support, partial physical support, prompted support, and no support. 
Items were designed to document students' skill and knowledge on grade level academic 
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content standards, with the level of support provided designed not to interfere with the 
construct being measured. Only one test administration type is used for the ORExt, 
patterned after the former Scaffold version of the assessment. Assessors administer the 
prompt and if the student does not respond, the Assessor reads a directive statement 
designed to focus the student's attention upon the test item and then repeats the prompt. If 
the student still does not respond, the Assessor repeats the prompt as needed and otherwise 
scores the item as incorrect and moves on to the next item. Training documentation is 
provided in the QT Training Video. 

Given the content-related evidence that we present related to test development, alignment, 
training, administration, scoring, the reliability information reflected by adequate coefficients 
for tests, and, finally, the relation of tests across subject areas (providing criterion-related 
evidence), we conclude that the alternate assessment judged against alternate achievement 
standards allows valid inferences to be made on state accountability proficiency standards. 

3. lA Alignment Between AA-AAAS and Academic Content Standards

The foundation of validity evidence from content coverage for the ORExt comes in the form 
of test specifications ( see OR Extended Assessment-Item Development Info) and the O RExt 
Test Blueprint. Among other things, the American Educational Research Association, et 
al. (2018) suggest test specifications should "define the content of the test, the proposed 
test length, the item formats ... ". 

All items are linked to grade level standards and a prototype was developed using principles 
of universal design with traditional, content-referenced multiple-choice item writing 
techniques. The most important component in these initial steps addressed language 
complexity and access to students using both receptive, as well as expressive, communication. 
Additionally, both content breadth and depth were addressed. One test form for the ORExt 
was developed that utilizes a scaffold approach. This approach allows for students with very 
limited attention to access test content, while the supports are not utilized for students who 
do not need this support. 

The ORExt tests were developed iteratively by developing items. The Item Writer Training 
conveys the item writer training materials, piloted, reviewed, and edited in successive drafts. 
Existing panels of veteran teachers were used who have worked with the Oregon Department 
of Education (ODE) in various advising roles on testing content in general and special 
education, using the same processes and criteria, as well as the introduction of newer 
teachers who are qualified as we proceed to remain relevant. Behavioral Research and 
Teaching (BRT) personnel conducted the internal reviews of content. After the internal 
development of prototype items, all reviews then involved Oregon content and special 
education experts with significant training and K-12 classroom experience. 

The ORExt incorporates continuous improvement into its test design via field-testing in all 
content areas on an annual basis, with an average of 25% new items. These items are 
compared to operational items based on item functioning and test design factors, generating 
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Table 3.7: Point Measure Correlation by Content and Grade (continued) 

Grade Mean Standard Deviation Median Min Max 

Grade 8 0.43 0.09 0.42 0.25 0.60 
High School 0.52 0.11 0.52 0.23 0.69 

Science 

Grade 5 0.63 0.08 0.66 0.31 0.74 
Grade 8 0.64 0.08 0.67 0.40 0.74 
High School 0.70 0.05 0.71 0.61 0.79 

Table 3.8: Point Measure Correlation of ELA Subscores by Grade 

Grade Mean Standard Deviation Median Min Max 

Reading 

Grade 3 0.58 0.09 0.61 0.37 0.70 
Grade 4 0.56 0.07 0.57 0.43 0.65 
Grade 5 0.58 0.03 0.59 0.52 0.65 
Grade 6 0.62 0.05 0.62 0.51 0.69 
Grade 7 0.64 0.05 0.65 0.55 0.73 
Grade 8 0.64 0.04 0.65 0.53 0.72 
High School 0.68 0.06 0.69 0.57 0.76 

Writing 

Grade 3 0.65 0.10 0.62 0.49 0.78 
Grade 4 0.68 0.09 0.68 0.53 0.79 
Grade 5 0.68 0.06 0.68 0.59 0.77 
Grade 6 0.65 0.04 0.63 0.58 0.72 
Grade 7 0.65 0.09 0.67 0.45 0.76 
Grade 8 0.68 0.05 0.68 0.57 0.74 
High School 0.72 0.08 0.73 0.59 0.82 

3.3.0.1 Outfit Mean Square Distributions 

Outfit mean square (OMS) values below 1.0 demonstrate that values are too predictable and 
perhaps redundant, while values above 1.0 indicate unpredictability. Another way to think 
about OMS is that values closer to 1.0 denote minimal distortion of the measurement 
system. Items above 2.0 are deemed insufficient for measurement purposes and flagged for 
replacement. 

51 



Table 3.9: Outfit Mean Square by Content and Grade 

Grade Mean Standard Deviation Min Max 

ELA 

Grade 3 1.02 0.34 0.58 2.33 

Grade 4 0.92 0.21 0.51 1.48 

Grade 5 1.03 0.28 0.73 1.83 

Grade 6 0.93 0.20 0.64 1.43 

Grade 7 0.94 0.28 0.52 2.12 

Grade 8 0.94 0.26 0.60 1.78 

High School 0.77 0.24 0.42 1.32 

Math 

Grade 3 0.95 0.23 0.64 1.46 

Grade 4 0.94 0.20 0.61 1.52 

Grade 5 0.95 0.21 0.71 1.74 

Grade 6 0.89 0.20 0.50 1.45 

Grade 7 0.88 0.21 0.63 1.45 

Grade 8 0.91 0.18 0.70 1.39 

High School 0.84 0.18 0.56 1.32 

Science 

Grade 5 0.91 0.27 0.53 1.59 

Grade 8 0.88 0.25 0.52 1.54 

High School 0.89 0.34 0.38 2.05 

Table 3.10: Outfit Mean Square by Content and Grade 

Grade Mean Standard Deviation Min Max 

Reading 

Grade 3 1.12 0.49 0.58 2.75 

Grade 4 1.02 0.15 0.72 1.27 

Grade 5 1.11 0.27 0.80 1.73 

Grade 6 0.94 0.21 0.66 1.47 

Grade 7 0.99 0.36 0.58 2.30 

Grade 8 0.96 0.22 0.63 1.67 

High School 0.74 0.21 0.35 1.08 

Writing 

Grade 3 0.93 0.40 0.45 1.61 

Grade 4 0.74 0.31 0.40 1.27 

Grade 5 0.89 0.30 0.53 1.39 
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Table 3.10: Outfit Mean Square by Content and Grade (continued) 

Grade Mean Standard Deviation Min Max 

Grade 6 0.93 0.20 0.62 1.21 
Grade 7 0.95 0.37 0.56 1.89 
Grade 8 0.90 0.32 0.55 1.57 
High School 0.76 0.49 0.30 2.11 

While most OMS values in ELA were between 0.5 and 1.5, 8 items across 3 grades (High 
School, Grade 3, Grade 7) and 4 contents and/or subdomains (Writing, Science, Reading, 
ELA) were above 2. The exact OMS values above 2 can be seen in the table below, arranged 
by test and grade. 

Table 3.11: Outfit Mean Square of Items above 2 by Grade and content 

Grade Outfit 

Writing 

High School 2.11 
High School 2.11 

Science 

High School 2.05 
High School 2.05 

Reading 

Grade 3 2.75 
Grade 7 2.30 

ELA 

Grade 3 2.33 
Grade 7 2.12 

3.38 Annual Measureable Objectives Frequencies & Percentages 

Annual Measurable Objective (AMO) calculations were conducted based upon student 
performance on the ORExt tied to the vertical scale using Rasch modeling. 

Two categories are used to designate meeting AMOs among participants: "Meets" and 
"Exceeds". Across content areas and grades an average of 32% (SD = 6%) were in these 
categories. The table below shows exact AMO breakdowns by grade and content area. 
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Sometimes, these various measures are of the same or similar skills, abilities, or traits, and 
other times they are of different skills, abilities, or traits. Data is presented that quite 
consistently reflects higher relations among items within an academic subject than between 
academic subjects. Data is also present which performance on items is totaled within 
categories of disability, expecting relations that would reflect appropriate differences Tindal 
et al. (2003). 

3.4A Convergent and Divergent Validity Documentation 

Criterion validity information is difficult to document with AA-AAAS, as most students 
with significant cognitive disabilities (SWSCD) do not participate in any standardized 
assessment outside of the ORExt and/or ORora in Oregon. Divergent validity evidence is 
garnered via comparisons of ORExt results to ORora outcomes and shows that students 
whose ORExt assessments are discontinued exhibit serious limitations in attention, basic 
math skills, and receptive and expressive communication skills. Density distributions show 
that there are very different measures of central tendency (i.e., means and medians) for all 
grades and contents, when comparing those who did and did not take ORora. 
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ELA ability estimates (theta) for those who did vs. did not not take the ORora, by grade 
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which primarily ask students to match, identify, or recognize academic content, are 
appropriate behaviors to review to determine what my students with significant cognitive 
disabilities are able to do" (85% Strongly Agree or Agree). The consequential validity results 
demonstrate that the ORExt is sampling academic domains that the field of QAs and QTs 
deem appropriate in the area of academics. See the Consequential Validity Survey Results 
for complete consequential validity study results. 

3.48 Analyses Within and Across Subject Areas 

Correlational analyses were conducted to further explore the validity of the ORExt. The 
purpose of the analysis was described, as well as our anticipated results. Then observed 
results were discussed before concluding with an overall evaluative judgment of the validity 
of the test. 

Correlational analyses were explored among students' total scores across subject areas. The 
purpose of the analysis was to investigate how strongly students' scores in one area were 
related to students' scores in other subject areas. If the correlations were exceedingly high 
(e.g., above .90), it would indicate that the score a student receives in an individual subject 
has less to do with the intended construct (i.e., reading) than with factors idiosyncratic to 
the student. For example, if all subject areas correlated at .95, then it would provide strong 
evidence that the tests would be measuring a global student-specific construct (i.e., 
intelligence), and not the individual subject constructs. However, tests would correlate quite 
strongly given that the same students were assessed multiple times. Therefore, moderately 
strong correlations (e.g., .70 - .90) would be expected simply because of the within-subject 
design. Idiosyncratic variance associated with the individual student is thus captured. 

3.4C Correlational Analyses Results 

Full results of the Pearson's product-moment correlation analysis by content area and grade 
level are reported below. The results are significant, yet the overall correlations across 
content areas suggest that different, though strongly related, constructs are being 
measured. 

Table 3.15: Content Area Correlations (years without science test) 

ELA Math Reading Writing 

Grade 3 

ELA 1 
Math 0.86 1 
Reading 0.97 0.81 1 
Writing 0.93 0.82 0.85 1 
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the study, matching the state's student population demographics, including large, medium, 
and small districts, across all regions. The observation protocol was completed for the 
identified QA, but the student(s) and content area(s) observed were selected by the QT or 

QA. BRT researchers contacted district-level QTs at the beginning of the test window, which 
runs from February 15 - April 26, 2018, to arrange observations that could hopefully be 
completed within one school day. In addition to addressing inter-rater reliability, the study 
also evaluated test administration procedures. The methods, results, and interpretation are 
provided here, in addition to recommended next steps. The observation was composed of 

three sections: 

• First, QT's reviewed ORExt paper/pencil test preparation and administration using 
the rubric (see Oregon Extended Assessment Technical Report on Standard Setting). 
Test preparation/administration domains were rated on a four-point scale from 
Inappropriate (I) to Exemplary (E):

- Inappropriate (I) denotes a level of concern that could clearly affect the accuracy 
of the test results gathered from the test administration. Ratings at this level 
require substantive retraining of the QA involved.

- Somewhat Appropriate (SA) rating denotes a level that includes some minor 

aspects that could be improved, but the accuracy of the test results are likely not 

compromised.
- Appropriate (A) denotes a level that is consistent with all test administration 

requirements.

- Exemplary (E) level performance suggests that the QA incorporated approaches 
to test administration that could become models for best practice.

• Second, QT's scored the student alongside the QA using the scoring sheet. QT's 

compared results after this observation to ensure that the QA entered accurate data.
• Finally, QT's observed the QA completing the data entry process to ensure that no 

errors are made during data entry and document the number of errors (see Oregon 
Extended Assessment Technical Report on Standard Setting). 

1. Accessibility Supports - the QA provided all necessary accessibility supports for the 
student and ensured that all support systems were functional prior to testing.

2. Distraction-Free Environment - the QA arranged to provide the ORExt in a
one-on-one test administration in a location that ensured that the student focused 
attention on the assessment.

3. Level of Support - The QA provided an appropriate level of support throughout testing 
that did not compromise the validity of the score.

4. Minimum Participation Rule - The QA demonstrated an appropriate understanding of 
the minimum participation rule (i.e., ask the QA to define the rule if it is not used).

5. Motivation - The QA appropriately maintained the student's motivation during the 
assessment using relevant strategies, such as token systems.

6. Praise - The QA utilized praise appropriately to support student involvement without 
leading the student to the correct answer.
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 7.  Printed Materials - the QA had all materials required to administer the ORExt ready     
      for test administration.
 8.   Score Interpretation - The QA demonstrated an appropriate understanding of how to 
      use the cut scores and achievement level descriptors to interpret scores (i.e., ask the QA 
      to describe how they interpret scores for parents).
 9.  Test Security - The QA utilized a system to ensure that all test materials were stored in 
      a secure location,. The QA also had a district Assurance of Test Security form on file.
10. Qualified Assessor Testing Preparation and Administration Rubric - Participants are 
    told to record an "X" in the cell that corresponds to their rating. An example of a 
    filled out form is shown below (example made by most common response by item).

Table 4.1: Example Responses 

Domain Exemplary Appropriate Somewhat Appropriate Inappropriate 

Accessibility Supports 
Distraction Free 
Level Support X 
Minimum Participation X 
Motivation 

Praise X 
Printed Materials X 

Score Interpretation 
Test Security 

Note: 

X 

X 

X 

X 

X 

X 

There was a tie on Minimum Participation between "Exemplary" and "Appropriate" 

4.1.1.3 Inter-rater Agreement Results 

Qualified 'Trainers (n = 25) from around Oregon participated in the Inter-Rater-Reliability 
study by doing at least one observation on the Oregon Extended Assessment via paper/pencil 
administration. Not all subjects were equally represented ELA (40%), Math (40%), Science 
(20%). Observations were done at individual student's typical testing location. 

The following two tables display the percentage of responses in the nine different domains 
and percentage of agreement between assessors and observers. 
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4.10 Mathematics TIFs 

Math grades 7 and 8 have upper cutpoints at or above a marginal reliability of 0.8, and 

all others are between 0. 7 and 0.8. Future math forms should include harder items with 

pa.rticular emphasis on grade 3, grade 4 and high school. 
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4.lE Science TIFs

For all science grades, the final cutpoint is just short of the desired 0. 7 mark. Future tests 
should exchange some simpler items with more difficult items, especially in grade 8. 
Importantly, cuts other than "exceeds" cut are well within desired ranges. 
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4.lF Validation of ORExt Vertical Scales

The Test Characteristic Curves (TCCs) for the grade-level assessments in ELA and 
mathematics demonstrate incrementally increasing growth and test demands across Grades 
3-8, Grade 11 and science tests are not vertically scaled; TCCs are thus not presented for 
Grade 11 or science. All Rasch model scaling, as well as the data visualizations for the TCCs 
were conducted in the R software version 4.2.3 environment (R Core Team, 2021) using the 
exirt package (Anderson and Loan (2022), built upon the TAM package for Rasch modeling
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(Robitzsch, Kiefer, and Wu (2022). This package framework estimates analogously to 
Winsteps, but with additional functionality and better integration with important 
visualization and analytic ecosystems. 

Test characteristic curves demonstrate a very clear vertical scale. Improving on last year's 
assessment which displayed one small cross-over, no tests cross over. This is important for 
demonstrating the consistency with the vertical scale. Additionally, the spacing of curves 
looks roughly even across within tests. If one area were modified preferably, future tests 
should focus on the upper end of ELA, particularly in higher grades. This is where the 
greatest compression of either scale is seen. 

The magnitude of spacing for the math assessment is slightly preferable to ELA whereby 
greater distinctions exist between test forms. 

36 
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It is clear that the overall testing framework is vertically integrated and able to distinguish 
progress through their respective constructs. 

Taking this information alongside the TIFs, systematic progress can be most easily achieved 
by making all test forms slightly more difficult. For the most part, difficulty should be added 
to test-forms in parallel, with slighltly more focus on upper-end ELA tests. 

4.lG Overall and Conditional Standard Errors of Measurement (SEM)

Annual Measurable Objectives (AMO) are yearly learning targets set by the state in ELA, 
Math, and Science. Standard Error of Measurement (SEM) estimates how repeated measures 
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of a person on the same instrument tend to be distributed around his or her "true" score. 
The average SEM associated with each cut score for 2022-23 student data are presented in 
the table below. See Section 4.2 below for means and standard deviations by grade and 

subject area. The numbers below, AMO is on the left and the SEM associated with the cut 
score is in parentheses, rounded to two decimals. 

The AMO 2 cutscore represents the threshold between AMO 1 and AMO 2; similarly AMO 3 
cutscore represents the threshold between AMO 2 and 3; AMO 4 represents the cutscore 

between AMO 3 and 4. 

AMO levels correspond to the following descriptions: 

• AMO Level 1 = Does Not Yet Meet

• AMO Level 2 = Nearly Meets
• AMO Level 3 = Meets

• AMO Level 4 = Exceeds

Table 4.5: Cutscores and Conditional Standard Error of Measurement (SEM) by Content and Grade 

AMO 2 Cutscore AMO 3 Cutscore AMO 4 Cutscore 
(SEM) (SEM) (SEM) 

ELA 

Grade 3 194 (4.16) 214 (4.05) 229 (5.56) 
Grade 4 202 (3.89) 215 (3.93) 231 (5.55) 
Grade 5 203 (3.88) 221 (4.15) 236 (6.21) 
Grade 6 206 (3.78) 221 (4.01) 237 (6.19) 

Grade 7 210 (3.67) 224 (4.11) 238 (6.19) 
Grade 8 215 (3.53) 225 (3.99) 239 (6.12) 
High School 901 (2.72) 921 (3.09) 928 (3.62) 

Math 

Grade 3 193 (3.79) 202 (3.92) 220 (5.59) 
Grade 4 194 (3.79) 207 (3.95) 221 (5.14) 

Grade 5 194 (3.99) 208 (3.84) 221 (4.73) 
Grade 6 205 (3.69) 209 (3.75) 224 ( 4.8) 
Grade 7 209 (3.56) 210 (3.56) 224 (4.37) 
Grade 8 209 (3.7) 213 (3.62) 227 (4.18) 

High School 902 (2.6) 908 (2.63) 924 (3.53) 

Science 

Grade 5 507 (3.63) 519 (4.09) 533 (6.18) 
Grade 8 812 (3.81) 822 (4.5) 832 (6.25) 
High School 902 (2.55) 915 (2.82) 932 (4.44) 
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Table 4.5: Cutscores and Conditional Standard Error of Measurement (SEM) by Content and Grade         
    (continued)

Note: 

AMO 2 Cutscore 
(SEM) 

AMO 3 Cutscore 
(SEM) 

AMO= Annual Measureable Objective 

AMO 4 Cutscore 
(SEM) 

SEM = Standard Error of Measurement associated with the cut score 

4.lH Classification Accuracy & Consistency

Results from the 2022-23 ORExt test administration were analyzed using Rudner's 
classification index (Rudner 2005). Results closer to 1.0 indicate the likelihood that a 
student was appropriately classified as proficient or not proficient (accuracy) and the 
likelihood that the student would be classified in the same category given an additional test 

administration (consistency). The calculation utilizes item difficulty and theta value 
distributions, as well as related standard errors of measurement, to generate probabilistic 
estimates based on one test administration . Complete results, generated from the cacIRT 
package in R (Lathrop (2015)), are provided below . Results denote very high levels of 
classification accuracy and consistency. 

Table 4.6: Classification Accuracy and Consistency, by content and grade 

AMO 2 (Nearly AMO 3 (Meets) AMO 4 (Exceeds) 
Meets) 

ELA 

Grade 3 Ace: 0.96 I Con: Ace: 0.92 I Con: Ace: 0.97 I Con: 
0.94 0.88 0.96 

Grade 4 Ace: 0.94 I Con: Ace: 0.92 I Con: Ace: 0.97 I Con: 

0.92 0.88 0.96 
Grade 5 Ace: 0.94 I Con: Ace: 0.93 I Con: Ace: 0.96 I Con: 

0.92 0.91 0.95 
Grade 6 Ace: 0.93 I Con: Ace: 0.94 I Con: Ace: 0.95 I Con: 

0.9 0.91 0.94 
Grade 7 Ace: 0.94 I Con: Ace: 0.94 I Con: Ace: 0.95 I Con: 

0.92 0.92 0.93 
Grade 8 Ace: 0.94 I Con: Ace: 0.94 I Con: Ace: 0.95 I Con: 

0.92 0.91 0.94 

High School Ace: 0.98 I Con: Ace: 0.95 I Con: Ace: 0.95 I Con: 
0.97 0.93 0.93 
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